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In this study we show that a combination of different theoretical methods is a viable approach to calculate
the binding affinities of new ligands for the human neutrophile elastase. This protease degrades elastin and
likely aids neutrophils in fulfilling their immunological functions. Abnormally high human neutrophil elastase
(HNE) levels are involved in several diseases; therefore, inhibitors of HNE are of interest as targets for
drug design. A recent study has revealed that cinnamic acid and bornyl ester derivatives bind to HNE, but
∆G0 values from ligand docking results exhibited no correlation with those calculated from the IC50 values.
To accurately compute binding affinities, we generated possible protein ligand complex structures by ligand
docking calculations. For each of the ligands, the 30 most likely placements were used as starting points of
nanosecond length molecular dynamics simulations. The binding free energies for these complex structures
were estimated using a continuum solvent (MM-PBSA) approach. These results, along with structural data
from the molecular dynamics runs, allowed the identification of a group of similar placements that serve as
a model for the natural protein ligand complex structure. This structural model was used to perform
thermodynamic integration (TI) calculations to obtain the relative binding free energies of similar ligands
to HNE. The TI results were in quantitative agreement with the measured binding affinities. Thus, the
presented approach can be used to generate a probable complex structure for known ligands to HNE and to
use such a structure to calculate the effects of small ligand modifications on ligand binding, possibly leading
to new inhibitors with improved binding affinities.

Introduction

The human neutrophil elastase is a serine protease that is
produced in the most abundant of white blood cells, the
granulocytes. Its function in the immune system lies in the
defense against pathogenes and foreign protein material.1,2

HNE’s specificity for cleavage after small aliphatic amino acid
residues, especially valine, enables it to hydrolyze a wide variety

of protein substrates, notably elastin, a protein that gives skin
its elastic properties.

HNE is a soluble, small protein of ca. 30 kDa size. The
functional enzyme contains 218 amino acid residues, organized
into two domains of beta-barrels, and is stabilized by four
disulfide bridges. About 20% of the protein mass is made up
of two carbohydrate chains of variable sequence.3,4 Nineteen
arginine residues on the protein surface and only nine acidic
residues make it a highly basic protein. Several X-ray crystal
structures of HNE complexed with different inhibitors have been
solved to atomic resolution.5-7

The activity of HNE released from granulocytes is tightly
regulated by several inhibitors,8 but in tissues massively
infiltrated by neutrophils this regulation can be insufficient. High
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levels of unregulated HNE can cause degradation of healthy
tissues and result in the development of diseases such as
pulmonary emphysema, cystic fibrosis, or rheumatoid arthri-
tis.9,10Thus, new inhibitors of HNE are of considerable interest
for the development of anti-inflammatory drugs.

Recently, cinnamic acid ester derivatives as well as cimici-
fugic acid derivatives have been shown to inhibit HNE with
IC50 values in theµM range.11,12Structure activity relationship
studies gave some insight into the molecular mechanism
underlying the pharmacological effects, but a quantitative
description of experimental differences in binding free energies
for the different ligands could not be found.13

In this study we have used a combination of ligand docking
calculations and molecular mechanics simulations to evaluate
likely complex structures for HNE and several of its inhibitors.
The relative binding affinities for different ligands were ac-
curately calculated by thermodynamic integration calculations.
This method has been employed successfully in biophysical

studies to predict free energy changes,14,15notably the effect of
amino acid point mutations.16 Here, we report one of the few
cases of thermodynamic integration calculations as a tool to
derive quantitative values of differences in binding free energies
for ligands. While our approach is computationally demanding
and thus not useful for virtual screening experiments, it can be
applied for virtual ligand optimization, after a lead compound
has been identified.

Results

Ligand Docking and MD Calculations. Ligand docking
calculations were performed with several known inhibitors of
HNE (Figure 1). For the 10 ligands, the 30 best placements in
each case were analyzed. For each ligand, a wide variety of
binding conformations were found, most of them not situated
close to the active center of the protein binding pocket, with
observed distances in the range of 4-12 Å. For several ligands,
e.g., bornyl ferulate, which is known to inhibit HNE, no
reasonable placement of the ligand in the binding pocket was
observed at all. For the three very similar bornyl ester type
ligands, widely differing placements were found and only for
bornyl caffeate binding of the ligand within the active site was
predicted. The estimates of the binding free energies from the
docking scoring function were in the range of-3 to -5 kcal/
mol and were not in qualitative agreement with the experimental
values of the binding free energies derived from known IC50

values, as reported earlier.13

Starting from several of the best placements for each ligand,
2 ns length MD simulations were performed and structural
snapshots were taken and evaluated by the MM-PBSA method.
In these simulations many of the ligand placements proved
unstable during unrestrained simulation conditions with the
ligand moving around more than 5 Å on theprotein surface or
even completely dissociating from the protein.

The∆G0
Bind values calculated from these simulations did not

agree with experimental data (comparison not shown). There-
fore, a more thorough analysis was necessary. For the two
compounds with the lowest IC50 values, bornyl caffeate and
fukinolic acid, the 30 best docking placements were clustered
into placement groups in a way that each placement in a group
had an rmsd of<4 Å to all other group placements (Figure 2).
For both ligands, the number of placements in each group varied
widely, ranging from up to 16 conformations down to a single
one.

Figure 1. Several known inhibitors to HNE. Three groups of ligands,
differing only in their substitution patterns, can be distinguished: bornyl
esters of caffeic acid derivatives (top), caffeic acid derivatives (middle),
and fukinolic acid derivatives (bottom).

Figure 2. Ligand placement groups for bornyl caffeate (A) and fukinolic acid (B) obtained by combining similar docking placements. The protein
backbone is depicted as a gray tube and the different ligand placements in color. For bornyl caffeate six placement groups were found and for
fukinolic acid five.
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Molecular Dynamics Simulation with Bornyl Caffeate. For
bornyl caffeate a 1 nslength MD simulation was performed
for each of the ligand placements in each group. During all
simulations, the rmsd of the protein compared to its initial
structure was below 2 Å (see Supporting Information for
examples of a protein ligand complex structure before and after
MD simulation). B-values calculated from the atomic fluctua-
tions were in the 10-30 Å2 range, with few mobile surface
residues reaching 60-80 Å2.

The rmsd values of the ligands in all simulations, compared
to their starting points, were monitored and only those simula-
tions in which the ligand exhibited a stable binding position
were considered for further analysis. A stable binding position
was defined by the ligand still being within 4 Å rmsd of all
other stable ligand placements in its group at the end of the 1
ns MD simulation. The different placement groups displayed
markedly different numbers of stable to total simulations. For
each stable simulation the binding free energy was calculated
from structural snapshots by the MM-PBSA method (Table 1).
The second group of ligand placements exhibited a significantly
more negative average binding free energy than all other
simulations. The resulting binding free energies for the indi-
vidual placements in group 2 were very similar, with a mean
deviation of less than 5%. Furthermore, in placement group 2
only stable simulations (100%) were observed, while in group
1 only 63% of the simulations were stable. Therefore, we
regarded the ensemble of ligand placements that formed

placement group 2 as the most reasonable model for the binding
geometry of bornyl caffeate and used it as starting geometry
for all further simulations.

In our proposed binding mode (Figure 3) the caffeic acid part
of bornyl caffeate occupies the catalytic center, with the two
hydroxyl groups placed close to the oxyanion hole made up by
Gly 193 and Ser 195. The bornyl residue is placed close to
lipophilic residues of the enzyme S1 specificity pocket. An
analysis of protein ligand hydrogen bonds formed during the
MD simulations was performed. For each of the seven group 2
simulations, 100 structural snapshots were considered. Three
hydrogen bonds were found to be present in more than 600
snapshots: A hydrogen bond from the backbone NH-group of
Val 216 to the carbonyl oxygen atom of the bornyl caffeate
ester group (found in 700 snapshots) and two hydrogen bonds
involving the meta-OH group of bornyl caffeate, one as a
hydrogen donor to the backbone carbonyl O-atom of Phe 41
(646 snapshots) and one as a hydrogen acceptor from the
backbone NH-group of Gly 193 (634 snapshots). Three weaker
hydrogen bonds were found to be present in less than 100 of
the structural snapshots; these were formed between the
backbone carbonyl O-atom of Phe 41 and the para-OH group
of bornyl caffeate (71 snapshots), between the NH-group of Ser
195 and the meta-O-atom of bornyl caffeate (41 snapshots) and
between theγ-O-atom of Ser 195 and the meta-OH group of
bornyl caffeate (25 snapshots).

A 1 ns MD simulation for both bornyl ferulate and bornyl
coumarate was conducted using the respective ligand modeled
onto the binding geometry of the group 2 placement of bornyl
caffeate as starting point because no placements similar to the
best binding geometry of bornyl caffeate were found in the
ligand docking results for the other two borneol ester type
ligands. Both simulations showed a stable binding configuration
for the whole simulation time with both ligand rmsd’s compared
to the starting structure at∼2 Å. MM-PBSA binding free
energies were calculated according to eq 1. The results of-19.8
and-20.4 kcal/mol for bornyl coumarate and bornyl ferulate
respectively are very close to the∆G0′ result for bornyl caffeate
-19.8 ( 0.8 kcal/mol. We thus concluded that the group 2
placement geometry of bornyl caffeate is a viable binding model
for the three similar ligands bornyl caffeate, bornyl coumarate,
and bornyl ferulate.

Table 1. MD Simulations and MM-PBSA Derived∆G0′ Values for the
Different Ligand Placement Groups of Bornyl Caffeatea

simulations

group total stable
∆GAvg

0′

[kcal/mol]
σ(∆G0′)

[kcal/mol]

1 16 10 -15.5 3.5
2 7 7 -19.8 0.8
3 2 1 -16.5
4 1 0
5 3 3 -8.6 1.0
6 1 0

a Group refers to the ligand placement groups generated by combining
similar docking solutions. Simulations give the number of ligand placements
in a group and the number of simulations that showed a stable ligand
placement over 1 ns.∆GAvg

0′ andσ(∆G0′) are the average free energies of
all stable simulations and their standard deviation, respectively.

Figure 3. The binding mode of bornyl caffeate as derived from MM-PBSA calculations. Left: The bornyl moiety of the ligand is placed close to
lipophilic amino acids of the enzyme specificity pocket (amino acid residues Leu 99, Phe 192, Phe 215, and Val 216 are depicted in yellow surface
representation), the two hydroxyl groups of the caffeic acid part are located close to the oxyanion hole in the binding pocket (formed by the NH
groups of amino acid residues Gly 193 and Ser 195 which are depicted in red and green, respectively). Right: Three important hydrogen bonds
(black) are observed during MD simulations; the backbone functional groups of Phe 41, Gly 193, and Val 216 anchor the ligand to the binding site.
Three less important hydrogen bonds (gray) involving Phe 41 and Ser 195 are only observed in some of the MD snapshots.
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TI Calculations with Bornyl Caffeate Derivatives. The
relative binding free energies for the three bornyl caffeate
derivatives were determined by TI calculations (Table 2). For
the protein-bound ligands, four simulations were started both
for the transformation of bornyl caffeate to bornyl coumarate
and bornyl ferulate to bornyl caffeate, while for the free solvated
ligands only one simulation per ligand transformation was
performed. For each simulation of a complexed ligand a different
starting geometry was selected from the seven group 2 place-
ments of bornyl caffeate. In the case of the bornyl ferulate to
bornyl caffeate simulation the starting geometry of bornyl
ferulate was modeled onto the bornyl caffeate placement.

For both ligand transformations the free energy changes
calculated in the four protein ligand complex simulations were
averaged and the relative binding free energy was calculated
according to eq 4. The standard deviation, calculated for the
∆G0 values of the protein bound ligand transformations, is 0.5
kcal/mol for bornyl caffeate/bornyl coumarate and 1.2 kcal/mol
for bornyl ferulate/bornyl caffeate. When the results are
compared to experimentally determined differences in binding
free energy, calculated from the IC50 values taken from,11,12the
result for the bornyl caffeate to bornyl coumarate transformation
of +2.0 kcal/mol is in good agreement with the experimental
difference of+2.3 kcal/mol, taking the standard deviation into
account. For the bornyl ferulate to bornyl caffeate transforma-
tion, the experimental value of-2.4 kcal/mol is in reasonable
agreement with the calculated free energy difference of-3.3
( 1.2 kcal/mol. Furthermore, a geometric reason can be found
for the overly preferential binding of bornyl caffeate. In Figure
3, the meta-hydroxy group of bornyl caffeate is depicted close
to the protein surface and interacting with binding pocket amino
acid residues. While this placement is sensible for bornyl
caffeate, for the placement of bornyl ferulate (which was
generated from the top placement of bornyl caffeate) another
position for the meta-substituent (then a methoxy instead of a
hydroxy group) can be considered, consisting of flipping the
aromatic residue by 180° along its longitudinal axis (vertical in
Figure 3) without changing the position of the remainder of
the ligand. To calculate the free energy difference of these two
placements for bornyl ferulate, the free energy profile for
rotating the aromatic moiety could be calculated by means of
umbrella sampling17 or similar techniques. Alternatively, the
free energy difference can be estimated by a sequence of TI
calculations (Figure 4): For bornyl ferulate in the alternative
(flipped) position, a ligand transformation to bornyl caffeate

was simulated (Step D). For the flipped bornyl caffeate, the
transformation to bornyl coumarate was also simulated (Step
C). Due to theC2 symmetry of the aromatic moiety in bornyl
coumarate, the difference of the free energy change for the two
transformations of flipped ligands and the two transformations
of the regularly placed ligands should equal the free energy
change of flipping the bornyl ferulate aromatic residue. The TI
calculations resulted in∆G0 values of-9.8 kcal/mol for the
transformation of flipped bornyl ferulate to flipped bornyl
caffeate (Step D) and-21.2 kcal/mol for flipped bornyl caffeate
to bornyl coumarate (Step C). Using the∆G0 values of-13.2
and-19.4 kcal/mol for the respective transformations (Step A
and B) of the regularly placed ligands (see Table 2), a total
∆G0 value of -1.6 kcal/mol for flipping the bornyl ferulate
aromatic residue so that the methoxy group faces the surround-
ing solvent instead of the binding site surface is obtained. If

Table 2. Free Energy Changes from Thermodynamic Integration Calculations for the Transformation of Bornyl Caffeate to Bornyl Coumarate and
Bornyl Ferulate to Bornyl Caffeate Compared to Experimental Values Calculated from Differences in IC50 Valuesa

transformation
∆GStep1

0

[kcal/mol]
∆GStep2

0

[kcal/mol]
∆GTotal

0

[kcal/mol]
∆∆GBind

0

[kcal/mol]
∆∆GExp

0

[kcal/mol]

Bornyl Caffeate-Bornyl Coumarate
free solvated ligand -20.5 -0.9 -21.4

4 different ligand placements for bound bornyl caffeate -18.0 -0.8 -18.8

+2.0( 0.5 +2.3
-17.6 -1.4 -19.0
-19.1 -0.9 -20.0
-18.4 -1.2 -19.6

complexed ligand average -18.3 -1.1 -19.4

Bornyl Ferulate-Bornyl Caffeate
free solvated ligand -6.1 -3.8 -9.9

4 different ligand placements for bound bornyl ferulate -6.4 -6.9 -13.3
-6.2 -8.8 -15.0 -3.3( 1.2 -2.4-6.3 -6.0 -12.3
-6.4 -5.6 -12.0

complexed ligand average -6.3 -6.8 -13.2

a For a given IC50 value taken from refs 11 and 12, the corresponding free energy was obtained from∆G0 ) RT ln(IC50).

Figure 4. The sequence of TI calculations used to estimate the free
energy change for turning the aromatic moiety of bornyl ferulate by
180° around its longitudinal axis. The top two steps A and D correspond
to transformations of bornyl ferulate to bornyl caffeate beginning from
two different starting positions, while the lower two steps B and C
correspond to transformations of bornyl caffeate to bornyl coumarate.
The gray bar indicates the sterical hindrance where the methoxy group
of bornyl ferulate clashes with the binding site.
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one takes this alternative binding mode of bornyl ferulate into
account, the∆∆G0 for the binding of bornyl ferulate and bornyl
caffeate changes from+3.3 to+1.7 kcal/mol, now slightly less
than the experimental value of+2.4 kcal/mol, but still within
the standard deviation estimated above. This shows that the
deviation of calculated and experimental results in this case can
be attributed to small conformational changes in the ligand
binding modes. It is notable that such conformational changes
can be identified and their effects calculated by computational
means only.

To test the effect the bornyl residue has on the binding free
energies, a ligand transformation from bornyl caffeate to free
caffeic acid was simulated, both in the solvated state and with
different bornyl caffeate group 2 placements for the protein-
bound state. The calculated∆∆G0 was greater than+10 kcal/
mol, significantly more than the expected amount from experi-
mental data of+2.5 kcal/mol. An analysis of the free energy
contributions shows that most of the∆∆G0 is caused by the
electrostatic changes during the transformation, likely due to
the emerging negative charge on the caffeic acid at a position
in the binding site where the much less polar ester group of
bornyl caffeate was situated before. Such a lack of stabilization
for caffeic acid in this binding mode indicates that our proposed
binding mode for bornyl caffeate derivatives is not a valid model
for the corresponding free acids.

Simulations with Fucinolic Acid Derivatives. A reasonable
binding mode for fukinolic acid and its derivatives cimicifugic
acid A, B, and F was searched for by an MM-PBSA reranking
of the different groups of ligand placements from docking
calculations with the ligand with the highest binding affinity to
HNE, fukinolic acid, similar to the process for the bornyl
caffeate derivatives. The three placement groups considered for
fukinolic acid were not completely different; all placements had
the aromatic residue of the caffeic acid part placed into the
binding site at a position similar to that of the corresponding
part of bornyl caffeate in the group 2 placements described
above. Four of the top 30 docking placements of fukinolic acid,
forming placement groups 3 and 4, that exhibited improbable
placements far from the binding site were omitted from the
calculations. The∆G0′ values derived from 1 ns MD simulations
of the different ligand placements according to eq 1 do not show
a clear distinction between the groups (Table 3). Compared to
the results from Table 1, lower∆G0′ values, a lower percentage
of stable simulations and higher variation of the calculated
binding energies within the different groups make it difficult
to distinguish one placement group as the most reasonable
binding model for fukinolic acid.

Therefore, TI calculations were performed for the one
placement of each group that exhibited the most negative∆G0′
value, as well as for all placements of group 5 with the highest
average∆G0′. A total of three different ligand transformations
were studied (Table 4). The results showed no good correlation

of theoretical and experimental binding free energies for either
one of the binding modes, preventing us from selecting one of
them as a good model for the binding geometry of fukinolic
acid.

Discussion

From ligand docking calculations alone no valid complex
structures for HNE and its inhibitors could be derived and the
binding scores from the docking process did not show qualitative
correlation to binding affinities known from experimental data,
as described before.13 The reranking of the clustered ligand
docking results with MM-PBSA free energy calculations
resulted in the discovery of one binding mode for bornyl caffeate
that exhibited markedly stronger binding free energies and
significantly more stable complex MD simulations. Our final
proposed binding mode did not include the docking solution
that exhibited the most negative binding score but was combined
from 7 of the 30 best docking solutions.

The MM-PBSA reranking of results did take protein flex-
ibility into account. This is a significant contribution to improved
scoring.18 Another reason for improved results after the MM-
PBSA step can be that the force field used in combination with
continuum solvent electrostatics to calculate∆G0′ provides a
more accurate description of the ligand binding process than
the empirical scoring function of the docking program.

It is notable however that the MM-PBSA results obtained
from MD simulations with very similar starting structures
fluctuated by 3.5 kcal/mol for one of the studied ligand
placement groups and by almost 1 kcal/mol for the found
binding model of bornyl caffeate. These fluctuations were small
enough to distinguish between suitable and nonsuitable binding
modes of bornyl caffeate; however, for fukinolic acid the
fluctuations were too large to definitely select one of the tested
binding modes as the most reasonable.

Since the MM-PBSA results fluctuated by 1 kcal/mol for
different simulations of similar placements of the same ligand
binding to HNE, MM-PBSA is not well-suited for the com-
parison of different ligands in similar binding modes since errors
there will most likely be larger than 1 kcal/mol with experi-
mental differences in the range of only 1-2 kcal/mol. Since
MM-PBSA was employed for the accurate calculation of binding
free energies before,19 this result was unexpected. From the
simulations performed here, it could not be concluded if this
finding was caused by the biochemical system and simulation
protocol used or if it represents some common attribute of the
MM-PBSA method.

The bornyl residue of bornyl caffeate was found to be
important for ligand binding; our results indicate that the free
caffeic acid does not bind with a conformation similar to that
of the esterified acids. The placement of the hydrophobic bornyl

Table 3. MD Simulations and MM-PBSA Derived∆G0′ Values for the
Different Ligand Placement Groups of Fukinolic Acida

simulations

group total stable
∆GAvg

0′

[kcal/mol]
σ(∆G0′)

[kcal/mol]

1 10 6 -8.1 4.8
2 12 3 -11.9 2.1
5 4 3 -14.8 5.2

a Group refers to the ligand placement groups generated by combining
similar docking solutions. Simulations give the number of ligand placements
in a group and the number of simulations that showed a stable ligand
placement over 1 ns.∆GAvg

0′ andσ(∆G0′) are the average free energies of
all stable simulations and their standard deviation, respectively.

Table 4. Free Energy Changes Derived from TI Calculations for the
Ligand Transformations of Different Fukinolic Acid Derivatives
Compared to Experimental Values Calculated from Differences in IC50

Values Taken from refs 11 and 12a

∆∆G0 [kcal/ mol]

ligand transformation group 1 group 2 group 5
∆∆GExp

0

[kcal/mol]

cimicifugic acid A-fukinolic acid +2.5 +0.0 -1.6 -1.3
cimicifugic acid B-fukinolic acid -0.2 -2.3 -0.1 -2.3
cimicifugic acid A-cimicifugic

acid F
-0.4 +0.1 -0.1 +1.3

a ∆∆G0 is the free energy difference between the∆G0 of the transforma-
tion of ligand bound to the protein in one of three different binding modes
and the∆G0 for the transformation of the solvated ligand.∆∆GExp

0 is the
difference in binding free energy determined from experimental values.
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residue into the S1 specificity pocket gives a structural explana-
tion for the importance of ligand hydrophobicity for good
binding to HNE, which was predicted by QSAR studies.20

Two similar possible binding modes were proposed for bornyl
ferulate; the one more similar to the binding mode of bornyl
caffeate seems to be less favorable than the one with a flipped
aromatic residue. Further studies might calculate a more accurate
relative free energy for both binding conformations either by
averaging over more TI calculations or by obtaining the free
energy profile for the aromatic residue flipping by means of
umbrella sampling calculations.17

For fukinolic acid and its derivatives no unambiguous ligand
placement could be distinguished by MM-PBSA reranking of
the three studied placement groups and also none of the TI
calculations with different binding conformations could repro-
duce experimental differences in binding free energies. The fact
that the ligand placements from the docking calculations were
very similar for fukinolic acid highlights the need for a diverse
set of starting conformations before MM-PBSA reranking takes
place. We suggest that not only the total free energy∆G0′ from
MM-PBSA calculations should be taken into account when
selecting a model for the binding geometry but also the complex
stability during the corresponding MD simulations as well as
the scattering of MM-PBSA results for several simulations with
slightly different starting conformations.

One should note that the different∆G0′ values for bornyl
caffeate and fukinolic acid, since different entropy contributions
to ligand binding would have to be considered for these
dissimilar ligands, cannot be reasonably compared. Nevertheless,
in principle MM-PBSA should be able to yield accurate absolute
binding free energies suitable for comparing all kinds of different
ligands.19

Conclusion

We have shown that a combination of ligand docking,
continuum solvent free energy, and explicit solvent TI calcula-
tions can be used to propose a reasonable binding mode for
bornyl caffeate to HNE. Important hydrogen bonds that anchor
the ligand into the binding site were found and the placement
of the hydrophobic ligand part into the protein S1 specificity
pocket explains the need for ligand hydrophobicity. Accurate
relative binding free energies for bornyl caffeate derivatives
could be calculated, paving the way for subsequent virtual
structural ligand modifications in search of stronger binding
ligands and a better understanding of ligand binding to HNE.
Our approach may be useful as a second step after virtual
screening, when likely binding compounds have been identified,
to obtain more detailed and reliable information about their
binding modes and affinities than a simple fast docking can
provide.

Methods

The ligand docking calculations were performed with FlexX 1.13,
a program designed for the docking of small- to medium-sized
organic molecules into protein binding sites.21 During the docking
procedure the protein structure is considered as rigid, whereas the
ligand conformation is treated as flexible by allowing rotations
around acyclic single bonds. Bond lengths and angles are kept
constant as given in the input structure. The docking algorithm
incorporated in FlexX is based on matching complementary
functional groups such as hydrogen bond donors and acceptors. It
favors sterically restrictive interactions such as salt bridges and
hydrogen bonds.22 The ligand is placed into the binding site by an
incremental construction algorithm. An empirically derived scoring

function, based on the Bo¨hm function,23 is used to calculate the
binding score, which gives an estimate of the binding free energy.
The algorithm is described in detail in refs 21 and 24.

The ligand structures were sketched by hand and minimized using
Hyperchem25 prior to docking. For the protein structure the Protein
Data Bank26 crystal structure 1HNE was used after adding hydrogen
atoms and optimizing them using the HB2NET module of the
program WhatIf.27

All molecular dynamics simulations were carried out using the
Amber8 molecular modeling suite.28 Force field parameters used
were ff0329 for the protein parts of the system, gaff30 for the ligands,
and the TIP3P31 model for water molecules. Ligand partial charges
were derived by the RESP methodology32 using Gaussian9833 for
quantum mechanical calculations on the HF/6-31G* level.

The protein ligand complexes were subjected to the following
procedure prior to molecular dynamics data collection: The
complexes were surrounded by a 12 Å layer of pre-equilibrated
water molecules and neutralized by adding Cl- ions. After 1000
steps of preliminary minimization, the system temperature was
raised to 300 K by a Berendsen-type34 coupling algorithm during
50 ps of constant volume dynamics with 10 kcal/mol‚Å2 restraints
on all solute atoms. Finally, 150 ps of constant pressure dynamics
were applied for volume equilibration. A time step of 2 fs in
combination with the SHAKE35 algorithm to constrain bond lengths
involving hydrogen atoms was used for all simulations.

Molecular dynamics snapshots taken at 10 ps intervals and
stripped of all counterions and water molecules were used as
structural ensembles for evaluation by the MM-PBSA method as
detailed in refs 36-38. In this approach, the binding energy of a
ligand is calculated as

whereGCOM
0′ , GPROT

0′ , andGLIG
0′ are the absolute free energies of the

protein ligand complex, protein, and ligand respectively, each in
aqueous solution, referring to the same arbitrary zero. Each of these
contributions is calculated by averaging the total energy for each
snapshot in the ensemble, calculated by

EFF represents the energy from the different force field terms for
bond, angle, torsional, van der Waals, and electrostatic potential
energies, and∆GPB

0 is the polar contribution to the solvation free
energy resulting from solving the Poisson-Boltzmann equation
numerically. The pbsa Poisson-Boltzmann solver was used to
determine this term.∆GSA

0 represents the nonpolar contribution to
the solvation free energy, estimated by a simple linear model based
on the solvent accessible surface area (denoted asASAS) of the
solute:

The empirical parameters used to calculate∆GSA
0 , R, andâ were

set to 0.092 kcal/mol and 0.00542 kcal/(mol*‚Å2), as in similar
studies.37

The GBind
0′ term in eq 1 does not include an estimate of the

entropy contribution to ligand binding and is thus not identical to
the actual binding free energy. The entropy contribution could in
principle be estimated by performing normal-mode analysis on the
different molecular species. Since entropies calculated by such an
approach have a rather wide margin of error and entropy effects
should be neglectable for a comparison of binding energies for
different conformations of one ligand bound to the protein, no such
correction of theG0′ terms was performed.

The relative binding free energies for different ligands were
computed by a more traditional computational approach, thermo-
dynamic integration calculations.39,40By computing the free energy
cost of transforming one ligand into another, both in the protein-
bound and unbound (aqueous solution) states, one can calculate

∆GBind
0′ ) GCOM

0′ - (GPROT
0′ + GLIG

0′ ) (1)

G0′ ) EFF + ∆GPB
0 + ∆GSA

0 (2)

∆GSA
0 ) R + ASAS‚â (3)
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the binding free energy difference of the two ligands using a simple
thermodynamic cycle (Figure 5):

where∆∆GBind
0 is the relative binding free energy of two ligands,

∆GBind,A
0 and ∆GBind,B

0 are the two binding free energies for the
two ligands A and B, respectively, and∆GTI

0 is the free energy
difference for transforming the ligands into each other in the bound
and solvated (unbound) states.

Each TI calculation was divided into two steps, the first of which
corresponded to a transformation of the ligand partial charges to
their perturbed state and the second one to the change of bond and
atom types as well as vdW parameters. To avoid the “origin
singularity” effect, in which the derivative of the potential energy
becomes undefined whenλ ) 1 is reached, which is known to occur
if vanishing or appearing atoms are simulated,41 the following
mixing rule for the perturbed and unperturbed potential functions
was used:

whereV(λ) is the combined potential function used to describe the
system properties at various values forλ, the perturbation variable.
V0 andV1 are the potential functions for the unperturbed (λ ) 0)
and perturbed (λ ) 1) state, respectively. Equation 5 with a value
of k ) 4 was used as the mixing rule for cases that did involve
vanishing atoms, while a value ofk ) 1 was used in other cases.
Settingk ) 1 is equivalent to using linear mixing of the potential
functions. All simulations were set up in a way that the transition
of λ from 0 to 1 corresponds to the disappearance of atoms because
using a potential function mixing rule as in eq 5 does not prevent
the “origin singularity” effect from occurring in cases where atoms
appear (on the contrary, the effect would be even more pronounced).

The dV/dλ integral was solved numerically by computing the
weighted average of five dV/dλ values. A 100 ps simulation with
preceding 50 ps of equilibration using the same parameters as
detailed above was performed for each value ofλ. The difference
in free energy is given by

whereG1
0 andG0

0 refer to the free energies of the perturbed und

unperturbed states, respectively. The weightswi were chosen as
described in the Amber manual.28

Abbreviations: rmsd, root-mean-square deviation; TI, ther-
modynamic integration; HNE, human neutrophile elastase; MD,
molecular dynamics; MM-PBSA, molecular mechanics-Poisson
Boltzmann surface area.
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